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The unprecedented growth of scholarly literature published every year has affected many

aspects of our lives. Despite the extensive studies of scholarly impact, there are broader

impacts across society that remain underexplored. This thesis aims to predict the societal

impact of research using information from a wide range of sources not limited to academic

sources like citations. It identifies factors best suited to recognize scientific works that are

most likely to be of interest to society. This has been achieved by building machine learning

models that use three indicators of online attention: (1) whether a research article will be

cited in public policy and the number of citations it is likely to receive (2) if a research

article will be found newsworthy and the number of mentions it is likely to receive (3) public

understanding of the research paper. This research also explores new approaches to measure

the general public’s understanding of scientific outcomes thereby enabling more accurate

measurements of scientific literacy. Models were used to study relationships between public

understanding of scientific outcomes and textual features extracted from scholarly text like

average word length and average sentence length that are indicative of the text complexity.
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CHAPTER 1

INTRODUCTION

The extensive growth in scientific literature has necessitated development of ways to

assess societal impact of research. Traditional methods focusing on academic impact are in-

sufficient to assess societal impact. Citation analysis limits itself by not accounting for other

sources through which research receives attention [1]. While citations measure research

impact within the world of academia, altmetrics (alternative metrics) make it possible to

measure other forms of attention that research receives and its societal impact [2, 3]. This

study uses altmetrics to investigate the potential impact of a given research output as mea-

sured by the number of citations it receives from public policy documents, the number of

mentions it receives from news articles, and how well readers understand the research. Pre-

dicting the number of policy citations, news mentions and estimating public understanding

of research will enable the identification of potential high impact work in its early stages. To

this end, we have built machine learning models that investigate the possible existence of re-

lationships between these three indicators of impact and altmetric features. Classifiers were

used to predict whether a research output is likely to be cited by public policy documents

and/or receive coverage from news outlets based on the attention it generates on a wide

range of online platforms. The classifiers were evaluated based on their accuracy, precision

and recall values. Regression models were also built and used to predict the extent of press

coverage and public policy citations a scholarly text is likely to receive. Additionally, regres-

sion models were used to study any possible relationships between features extracted from

the abstract sections of scholarly texts and the public understanding of the scholarly text.

The public understanding of the scholarly text was estimated by calculating the semantic
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cosine similarity between scholarly text and the textual content posted by the readers about

it online. The regression models were evaluated based on their R2 (coefficient of determina-

tion) values and Mean Squared Errors. The outcome of this study is an ensemble of models

that together can be used to assess the potential relative societal impact of any research

output.

1.1 Background

The massive increase in research being published every year [4, 5] and the demand for

public resources to support that research beget the development of methods to evaluate the

impact of research. It has become a matter of great importance to researchers to provide

evidence that their work is likely to have a positive impact on society [6, 7]. Traditional

techniques used to assess research do a good job of evaluating the academic impact of research

[8, 9, 10] but pay little attention to measuring the holistic impact of scholarly outcomes and

have several problems and limitations [11, 12, 13]. There exists a clear distinction between

academic or scholarly impact and societal impact. Academic impact is an indicator of

the contribution the research makes to its field in academia whereas societal impact is a

broader term that applies to the world beyond academia. Academically brilliant research

may have little or no direct impact on society and therefore positive scholarly impact might

not necessarily always translate to equivalent societal impact. Research communities are

looking for ways to measure the broader impact of research [14, 15]. In recent years, more

attention has been given to the societal impact of research [16, 17, 18]. Earlier research into

assessing ways of evaluating societal impact have found the traditional metrics like impact

factors to be inadequate [19]. The quest to solve the challenges posed by the use of traditional

techniques has led to the development of interesting alternatives like the Integrated Impact
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Indicator (I3) [20]. Harzing and Van Der Wal [21] proposed the use of the Google Scholar

h-index to assess journal impact in economics and business. The study compared the Google

Scholar h-index with the ISI Journal Impact Factor and found the h-index to be a better

indicator of impact because of the Journal Impact Factor’s sensitivity to individual highly

cited papers. There are problems with the h-index too and modifications have been proposed,

such as the e-index [22]. These alternatives, despite addressing several challenges faced by

traditional metrics, lack in evaluating societal impact of research.

1.2 Related Work

Citation analysis has been found to be inadequate at measuring societal impact [23]

and various techniques have been developed to address this problem [16]. Primarily, three

methods have been used to assess societal impact: econometric studies, surveys, and case

studies [24]. A number of countries have adopted or are in the process of adopting a host

of systems to evaluate the societal impact of research. Netherlands is believed to have

one of the most developed examples of impact evaluation [25]. The focus primarily is on

the economic impact of research. The Dutch model was considered robust enough to be

practiced in other countries too [26]. According to van der Meulen and Rip [26], in the

Netherlands more than 80% of documents from evaluation processes involved a societal

impact assessment. The Standard Evaluation Protocols (SEP) in the Netherlands are laid

down based on expert assessments [27]. SEP 2015 to 2021 [28] is now the fifth protocol

which states relevance to society as one of the three criteria for assessment of research. The

ERiC project [29] was also launched – a partnership between the Netherlands Association

of Universities of Applied Sciences, the Royal Netherlands Academy of Arts and Sciences

(KNAW), the Netherlands Organisation for Scientific Research (NWO), the Association
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of Universities in the Netherlands (VSNU) and the Rathenau Institutes Science System

Assessment department, that aims to evaluate the societal relevance of research. Other

projects have also been initiated in recent years which aspire to improve the assessment of

societal impact of research in certain fields. A study conducted at the Leiden University

Medical Center to develop ways to assess societal impact demonstrated that the correlation

between societal quality and scientific quality is weak. It demonstrated that:

...high scientific quality of research groups is not necessarily related to commu-
nication with society, and that in order to increase societal quality of research
groups, additional activities are needed. Therefore societal quality is not simply
the consequence of high scientific quality. Obviously, in a university medical cen-
tre, scientific quality prevails, and is a prerequisite, which cannot be replaced by
aiming instead for high societal quality. [27]

Spaapen et al. [30] proposed the Research Embedment and Performance Profile (REPP)

which represented a host of indicators relating to research using five dimensions of research.

They are: science and certified knowledge, education and training, innovation and profession-

als, public policy and societal issues, and collaboration and visibility. The United Kingdom

has replaced the previous national evaluation system Research Assessment Exercise (RAE)

with the Research Excellence Framework (REF) in which, “the impact element will include

all kinds of social, economic and cultural benefits and impacts beyond academia, arising from

excellent research” [31]. This approach rests on the method developed for the Australian

Research Quality Framework (RQF) which was recommended as the best practice by Grant

et al. [32] in their report to the Higher Education Funding Council for England. The Aus-

tralian government in 2007 replaced RQF with Excellence in Research for Australia (ERA)

under which research was assessed by evaluation committees based on different indicators of

research quality, volume, application, activity and recognition [33]. The tool published by

the Danish Council for Research Policy also used indicators for societal significance in addi-

tion to quality-related indicators like citation counts to assess the quality of Danish research
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[34]. A consortium of five Finnish public research organizations proposed five dimensions

of socioeconomic impact of research [35]. They are: (a) impact on economy; (b) impact on

knowledge, expertise, human capital, and management; (c) impact on networking and social

capital; (d) impact on decision making and public discourse; and (e) impact on social and

physical environment. The U.S. National Science Foundation (NSF) too asked reviewers in

the late 1990s to evaluate applications based not only on the intellectual merit but also the

broader impact [36, 37] defined as follows:

How well does the activity advance discovery and understanding while promoting
teaching, training, and learning? How well does the proposed activity broaden
the participation of underrepresented groups (e.g., gender, ethnicity, disability,
geographic, etc.)? To what extent will it enhance the infrastructure for research
and education, such as facilities, instrumentation, networks and partnerships?
Will the results be disseminated broadly to enhance scientific and technological
understanding? What may be the benefits of the proposed activity to society?
[38]

Most studies focused on assessing societal impact traditionally focus on the economic part

of societal impact. This study instead focuses on societal impact from three different angles.

1.3 Dataset

The entire data used in this project has been provided by altmetric.com. The database

dump consists of over 5 million articles that have been tracked by altmetric. In addition

to information about scholarly citations and public policy citations, the dataset includes

activity on social media platforms such as Facebook, Twitter, Reddit, Google+ and Weibo;

data from online reference managers such as Mendeley, Citeulike and Connotea; Wikipedia;

news outlets; blogs; and YouTube collectively known as altmetrics. Various studies have been

conducted that make use of altmetrics [2, 39, 40, 41, 42]. In this study, we use altmetrics to

assess and predict the societal impact of scholarly articles.
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1.4 Objectives

The main objective of this thesis is to predict societal impact of a scholarly article. This

objective has been divided into 5 smaller objectives that together accomplish the aim of this

study. They are:

1. Predict whether a scholarly article is likely to be cited in public policy documents.

2. Predict the number of policy citations a scholarly article is likely to receive.

3. Predict whether a scholarly article is likely to be found newsworthy.

4. Predict the number of news mentions a scholarly article is likely to receive from online

news outlets.

5. Estimate the public comprehension of a scholarly article represented by the semantic

cosine similarity between text from the article and text posted by readers about it

online.

1.5 Methodology

To achieve the objectives mentioned earlier, We made use of machine learning models.

Classification and regression models were built using Scikit-learn [43] to this end.

In chapters 2 and 3, classifiers were used to predict if a scholarly article is likely to be cited

by policy documents or mentioned in news articles and the regression models used to predict

the number of policy citations and news mentions likely to be received. Three classifiers were

used primarily – Multinomial Naive Bayes, Random Forest and Support Vector Machine.

Random Forest and Support Vector Machine were chosen owing to their good performance
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on real world classification problems [44]. The classifiers were evaluated based on their

accuracy, precision and recall values. These metrics are derived from a confusion matrix as

shown in Figure 1.1.

Figure 1.1: Confusion Matrix

Accuracy is the proportion of true results (both true positives and true negatives) among

the total number of cases examined.

Accuracy =
TP + TN

TP + FP + TN + FN

Precision is the fraction of the documents retrieved that are relevant to the user’s infor-

mation need.

Precision =
TP

TP + FP

Recall is the fraction of the documents that are relevant to the query that are successfully

retrieved.

Recall =
TP

TP + FN
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F1 Score is a measure of the test’s accuracy that considers both precision and recall

values.

F1 =
2TP

2TP + FP + FN

The regression models were evaluated based on their coefficients of determination and

Mean Squared Errors.

Coefficient of determination (R2) is the proportion of the variance in the dependent

variable that can be predicted from the independent variables. Given a data set with n

values marked y1,...,yn (collectively known as yi), each associated with a predicted value

f1,...,fn (collectively known as fi),

R2 ≡ 1 − SSres

SStot

Here, SStot represents the total sum of squares:

SStot =
∑
i

(yi − y)2

where y is the mean of the observed data:

y =
1

n

n∑
i=1

yi

SSres represents the sum of squares of residuals:

SSres =
∑
i

(yi − fi)
2
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The Mean Squared Error (MSE) of the model measures the average of the squares of

errors in the predictions made by the model. For a vector of observed values Y and a vector

of predicted values Ŷ with n values each,

MSE =
1

n

n∑
i=1

(Yi − Ŷi)
2

In chapter 4, regression models were also used to predict the extent to which the public

understood a scholarly article as represented by the semantic similarity between scholarly

text and text posted by the public online. The semantic similarity was represented by

semantic cosine similarity [45] between the two bodies of text. The regression models used

text complexity features as predictors to predict the semantic similarity.

The overall result was an ensemble of models that together can be used to assess the

societal impact of a scholarly article based on the attention it receives from the world outside

academia.



CHAPTER 2

PUBLIC POLICY

2.1 Introduction

The number of citations in public policy documents was chosen as the first measure of

societal impact. Policy documents play a vital role in generating demand for scientific inno-

vation [46]. By their very nature, they impact large sections of society [15]. Consequently,

the research that provides the evidence upon which the policy is based indirectly impacts

the same sections of the society. Therefore citations in policy could be considered a critical

indicator of the societal impact of research. They also support the credibility of the author

cited and the policy document itself [47].

Though research is currently underused in policy-making [48], evidence-based policy mak-

ing is being encouraged in all areas of public service. Winterfeldt [49] presented a framework

to bridge the gap between research and policy making. The ability to predict the likelihood

of research output being essential to public policies in the future would help governments

and other funding agencies in their pursuit to allocate available resources efficiently. In this

study, altmetric data has been used to predict policy citations. The relationship between

altmetrics and public policy citations has been studied earlier [50]. It was observed that

altmetric data proved better compared to academic citations at predicting public policy

citations.

Parts of this chapter were previously published [51]. My contributions consisted of (i)

extracting data about documents not cited in public policy documents from a database
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dump with information about scholarly articles, (ii) building the support vector machines,

(iii) calculating the Gini importance of each feature.

2.2 Data

Initial analysis of the altmetric dataset showed that of the over 5 million articles, 89,350

had been cited in at least one policy document whereas 5,097,207 had not been included in

a document of this kind. To create a balanced dataset for further analysis, along with the

89,350 articles that had been cited in a policy document, we randomly chose another 89,350

articles that had not been cited in a policy document. The result was a balanced dataset

with approximately 180,000 records, half of which had been cited in policy documents.

The resulting dataset had a very rich set of features for each article. The total attention

received by scholarly articles that have been cited in public policy and articles that have

not been cited in public policy from different online sources are shown in Figure 2.1 and 2.2

respectively. In our analysis, we considered only features related to online attention. The

data used consisted of mention counts on various online sources including reference man-

agers, mainstream news outlets, blogs, peer-review platforms (e.g., PubPeer and Publons),

social media, public policy documents, and Wikipedia. We used mention counts on Twitter,

Facebook, Reddit, Mendeley, Google+, Wikipedia, Weibo, mainstream news outlets, blogs,

videos, and peer review sites as features to build the classifiers. Yet, we left a few sources

out of our account, including Connotea, which was discontinued in 2013, and Pinterest and

Stackoverflow, which together contributed to less than 1% of the articles in the sample. We

replaced the policy citation count with a binary class label denoting whether a given article

had been cited in a policy document for classification.
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Figure 2.1: Online attention received by scholarly articles that have been cited in public

policy documents
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Figure 2.2: Online attention received by scholarly articles that have not been cited in public

policy documents
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2.2.1 Features

The following features were used as predictors in the classification and regression models

in this chapter.

1. Peer Review - Number of peer reviews the article has received.

2. Google+ - Number of posts on the social media platform Google+ about the article.

3. Reddit - Number of Reddit threads that talk about the article.

4. Video - Number of YouTube videos on the article.

5. Twitter - Number of tweets that mention the article.

6. Weibo - Number of posts on Weibo about the article.

7. Mendeley - Number of readers on Mendeley who read the scholarly article.

8. Wikipedia - Number of Wikipedia pages that mention the article.

9. Blogs - Number of blogs that discuss the article.

10. Facebook - Number of posts on Facebook that mention the article.

11. News - Number of online news articles on the scholarly article.

2.3 Methods

We used binary classification to predict if a scholarly article is likely to be cited in public

policy documents as described in Section 2.2.1. To predict the number of policy citations,

we built regression models as described in Section 2.2.2.



15

2.3.1 Classification

To predict the likelihood of a research article being cited in a policy document, We

implemented three classifiers: the Multinomial Naive Bayes classifier, the Random Forest

classifier with the number of trees set at 100, and a C-Support Vector Machine with the

Radial Basis Function (RBF) kernel. We then divided the entire dataset into training and

test sets comprising 70% and 30% of the entire dataset, respectively. We trained the models

using 10-fold cross-validation technique and evaluated them based on accuracy, precision,

recall, and F1-measure metrics. The entire process has been depicted in Figure 2.3.

Figure 2.3: The classification process

With the classification models built, we also calculated the weight for each feature to

determine the significance of each in making the final prediction as measured by its Gini

importance [52]. Given that feature weights in the case of a Support Vector Machine can

be determined only for linear kernels, we ranked the features based on their relevance for

only the Random Forest and Multinomial Naive Bayes classifiers. We ranked the features
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in regard to their importance to the Random Forest classifier from most to least important

based on the Gini index. The importance of each feature with respect to the Multinomial

Naive Bayes model has been represented by their coefficients.

2.3.2 Regression

To predict the number of public policy citations a scholarly article is likely to receive, we

built regression models using the same features used for classification. The target variable

used was the actual number of policy citations instead of the binary variable used for clas-

sification. The models were evaluated based on their coefficients of determination (R2) and

their Mean Squared Errors. The entire process has been depicted in Figure 2.4.

Figure 2.4: The Regression Process
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2.4 Results

The result of this study is an ensemble of machine learning models that can be used to

accurately predict if a scholarly article is likely to be cited in a public policy document or

not. The results of the classification are shown in Table 2.1. The Random Forest performed

best in terms of accuracy and precision, but the Multinomial Naive Bayes model performed

better in terms of recall.

Table 2.1: Evaluation of classifiers used to predict policy citations

Model Accuracy Precision Recall F1-Measure

Multinomial Naive Bayes 0.842 0.802 0.905 0.850

Random Forest 0.870 0.826 0.870 0.844

Support Vector Machine 0.868 0.820 0.868 0.824

The Area Under the Curve (AUC) was also calculated by plotting the Receiver Operating

Characteristic (ROC) curve which plots the model’s true positive rate versus the false positive

rate. This was done to calculate the accuracy of the classifier based on how well it separated

the test set into those with and without policy citations. The ROC curves and the AUC of

the classifiers have been compared in Figure 2.5. The Random Forest model performed best,

with an AUC value of 0.98.
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Figure 2.5: ROC for Public Policy Citations

We also plotted the precision-recall curve to study the tradeoff between precision and

recall for different thresholds. The high Area Under the Curve in the case of Random

Forest is an indicator of its high precision and recall further reinforcing its usefulness. The

precision-recall curves for all 3 classifiers have been compared in Figure 2.6.
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Figure 2.6: Precision - Recall Curve for Public Policy Citations

The Gini importance of each feature to the Random Forest classifier was also calculated

to study which features played the most significant role in deciding whether a scholarly

paper received a public policy citation or not. The values have been listed in Table 2.2. Peer

reviews were the most important factor in the Random Forest model followed by the number

of Google+ posts, Reddit threads, YouTube videos and tweets. This was slightly different

from the Multinomial Naive Bayes model where the number of Wikipedia posts mattered

most followed by YouTube videos, number of blogs, peer reviews and Reddit threads. The

feature importances of each feature with respect to the Multinomial Naive Bayes model have

been represented by the coefficients of each feature.
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Table 2.2: Feature ranking for different classifiers used to predict policy citations

Platform Random Forest (Gini Importance) Multinomial Naive Bayes (Coefficients)

peer-review 0.273595 4.4267

Google+ 0.197488 3.4210

Reddit 0.151016 4.4087

video 0.098035 4.9458

Twitter 0.068745 2.2421

Weibo 0.088242 3.7988

Mendeley 0.030116 0.3210

Wikipedia 0.026027 4.9668

blogs 0.018631 4.4571

Facebook 0.016189 3.2314

news 0.008926 3.7307

The relative importance of each feature to the model has been compared after normal-

ization to a range of 0 to 1 as shown in Figure 2.7.
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Figure 2.7: Comparison of relative importance of features to the models predicting policy

citations

Also, if an article is predicted to receive citations from public policy documents, the

number of such citations can also be predicted using the regression models which were

evaluated based on their coefficients of determination and their Mean Squared Errors.

The coefficients of determination and the Mean Squared Errors of the regression models

built in this chapter have been listed in Table 2.3.

Table 2.3: Evaluation of regression models used to predict policy citations

Model R2 Mean Squared Error

Linear Regression 0.6352 2.6063

Regression Tree 0.8741 0.5331

Support Vector Regression 0.7293 1.3126
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The ability to make such predictions would help all the stakeholders involved in evaluation

of research. It will assist funding agencies in their quest to identify research work that is

likely to have significant impact on the society. It also makes it easier for policy makers

engaged in evidence based policy making to find relevant research to build their policy upon.



CHAPTER 3

NEWSWORTHINESS

3.1 Introduction

The number of mentions research outputs receive from news outlets has been chosen as

the second measure of societal impact of research. Being mentioned in stories published by

news outlets is another approach to assessing the societal impact of research. Science news

has become part of our daily lives and a crucial aspect of many general news outlets. Search

engines have their own sections for science, medicine and/or health news, which include many

references to the latest scientific findings. Research articles are increasingly being mentioned

in online news stories and shared on other online platforms [53, 54, 55]. Researchers share

links to those news stories on their websites as a sign of the societal impact of their work.

According to Bornmann and Marx [56], research can be said to have societal impact when it

is mentioned outside of scientific publications. The newsworthiness of research articles and

social media metrics are good indicators of the societal impact of research [57, 58].

Research that has attracted the attention of the news media influences the perception of

the relevance of research to society in general and becomes a topic of keen discussion among

the public. With the rise of fact-checking journalism [59], reporters generally take steps to

confirm findings by looking at other sources before reporting them as news. Any research

that has the potential to significantly impact society would therefore be closely analysed and

the inferences drawn by the public would not differ significantly from what the authors are

trying to communicate.
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Parts of this chapter were previously published [60].

3.2 Data

We randomly sampled 150,000 articles that had been mentioned in news articles with

replacement. Due to problems such as missing data in other features, the actual number

came down to 105,276. To create a balanced dataset for further analysis, along with the

105,276 articles that had been cited in a news article, we randomly chose another 105,276

articles that had not been mentioned in a news article. The result was a balanced dataset

with more than 200,000 records, half of which had received attention from online news outlets

in the form of mentions in news articles. The attention received by each set of articles from

different sources is shown in Figures 3.1 and 3.2.
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Figure 3.1: Online attention received by scholarly articles that have been mentioned in news

articles
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Figure 3.2: Online attention received by scholarly articles that have not been mentioned in

news articles
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3.2.1 Features

The following features were used as predictors in the classification and regression models

in this chapter.

1. Peer Review - Number of peer reviews the article has received.

2. Google+ - Number of posts on the social media platform Google+ about the article.

3. Reddit - Number of reddit threads that talk about the article.

4. Video - Number of YouTube videos on the article.

5. Twitter - Number of tweets that mention the article.

6. Weibo - Number of posts on Weibo about the article.

7. Mendeley - Number of readers on Mendeley who read the scholarly article.

8. Wikipedia - Number of Wikipedia pages that mention the article.

9. Blogs - Number of blogs that discuss the article.

10. Facebook - Number of posts on Facebook that mention the article.

11. Policy - Number of public policy citations that the article has received.

12. QnA - Number of questions on StackOverflow relating to the article.
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3.3 Methods

3.3.1 Classification

To predict the likelihood of a research article being mentioned in news, we implemented

2 classifiers: the Random Forest classifier with the number of trees set at 100, and a C-

Support Vector Machine with the Radial Basis Function (RBF) kernel. we then divided

the entire dataset into training and test sets comprising 70% and 30% of the entire dataset,

respectively. we trained the models using 10-fold cross-validation technique and evaluated

them based on accuracy, precision, recall, F1-measure, and Area Under the Curve (AUC) in

the Receiver Operating Characteristic Curve (ROC). The entire process has been depicted

in Figure 2.1.

With the classification models built, we also calculated the weight for each feature to

determine the significance of each in making the final prediction. Given that feature weights

in the case of a Support Vector Machine can be determined only for linear kernels, we ranked

the features based on their relevance for only the Random Forest classifier. The importance

of each feature with respect to the Random Forest model has been represented by its Gini

index.

3.3.2 Regression

To predict the number of news mentions a scholarly article is likely to receive, we built

regression models using the same features used for classification. The target variable used

was the actual number of news mentions instead of the binary variable used for classification.
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The models were evaluated based on their coefficients of determination (R2) and their Mean

Squared Errors. The entire process is depicted in Figure 2.2.

3.4 Results

The result of this experiment is a set of classification and regression models which can be

used to accurately predict the extent of attention a scholarly article is likely to receive from

news outlets. The classifiers help predict if a research work is likely to be found newsworthy.

They were evaluated based on their accuracy, precision and recall values which have been

listed in Table 3.1. The Random Forest model performed best overall with an accuracy of

over 90% and higher recall and F1 scores.

Table 3.1: Evaluation of classifiers used to predict news mentions

Model Accuracy Precision Recall F1-Measure

Random Forest 0.924 0.796 0.658 0.720

Support Vector Machine 0.888 0.806 0.326 0.465

The models were also further evaluated based on the Area Under the Curve (AUC) by

plotting the Receiver Operating Characteristic (ROC) curve which plots the model’s true

positive rate versus the false positive rate. The ROC curves and the AUC of each classifier

have been shown in Figure 3.3. The Random Forest model performed best with an AUC

value of 0.82.
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Figure 3.3: Comparison of ROC Curves for News Mentions

We also plotted the precision-recall curve to study the tradeoff between precision and

recall for different threshold. The high Area Under the Curve in the case of Random Forest

is an indicator of its higher precision and recall further reinforcing its usefulness. The

precision-recall curves for both classifiers have been shown in Figure 3.4.
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Figure 3.4: Precision – Recall Curves for News Mentions

Gini importance of each feature with respect to the Random Forest model was calculated

to study which features were the most significant. It also helped study the differences in

relevance of features in comparison to the importance of features with respect to policy

citations. The values have been listed in Table 3.2. Mendeley was observed to be the most

significant feature in the case of the Random Forest model followed by Facebook posts,

tweets, blogs and Google+ posts.



32

Table 3.2: Feature ranking for classifiers used to predict news mentions

Platform Random Forest (Gini Importance)

Mendeley 0.168083

Facebook 0.151553

Twitter 0.147885

Blogs 0.106562

Google+ 0.093940

Wikipedia 0.060543

Reddit 0.048159

Peer Reviews 0.044373

Policy 0.042591

Weibo 0.035900

Video 0.031691

QnA 0.023858

Additionally, if an article is found newsworthy, the regression models can be used to

predict the extent of attention it is likely to receive from news outlets represented by the

number of mentions it receives in news articles. The models were evaluated based on their

coefficients of determination and Mean Squared Errors which have been listed in Table 3.3.

Table 3.3: Evaluation of regression models used to predict news mentions

Model R2 Mean Squared Error

Linear Regression 0.4169 3.2655

Regression Tree 0.9102 0.8320

Support Vector Regression 0.6971 2.2192
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The capability to make these predictions not only help estimate societal impact of re-

search; they also help science journalists in their search for newsworthy research. With the

deluge of scientific literature being published and the evolving nature of their collaborative

relationships with their audiences, they need to find work that is likely to be of interest or

relevance to their audience. These models can help narrow down the vast sea of literature

they need to search for and make the job of finding newsworthy research easier.



CHAPTER 4

PUBLIC UNDERSTANDING OF SCIENCE

4.1 Introduction

The extent to which readers are likely to understand scientific text has been chosen as

the third measure of its societal impact. Well understood and popular research are more

likely to shape public opinion more than less popular research which could be academically

brilliant. The Public Understanding of Science [61], a report published by the Royal Society,

is widely considered to have given rise to the current interest in understanding scientific

literacy. Promotion of public understanding of science has always been an important con-

sideration associated with societal impact of research. Scientific literacy has been promoted

as an important part of citizenship [62, 63]. According to McGinn and Roth [64], scientific

literacy is an important quality in promoting good citizenship practices such as participation

in scientific laboratories, activist movements, the judicial system, and other communities.

Further, scientific literacy is a significant driver of economic growth, and for this reason

virtually every modern society has shown a commitment to promoting scientific study and

determining the publics understanding of scientific discoveries and advances.

Interest in this area is fueled by the widely held belief that science will be the ultimate

beneficiary of any gains in the publics scientific literacy [65]. Studies have been conducted

to investigate the relationship between text complexity and reading capability [66, 67]. The

existence of a similar relationship between scientific texts and public understanding of science

would allow identification of research that are likely to be well understood by the people.
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Parts of this chapter will be published in [68].

4.2 Data

Initial analysis showed that of the 5.2 million articles, over 1.7 million articles had been

shared and talked about on blogs. We further randomly sampled 1% of the dataset and

extracted text from the abstract section and the blog posts to build a smaller dataset con-

sisting of 17,736 data points for further analysis. We used regular expressions to filter out

texts that contained only hyperlinks to the scholarly text. Also, we removed textual content

that exactly matched the title or sentences from the abstract to avoid any bias caused by

social media content in which only the scholarly output is noted without an accompanying

discussion of it.

4.3 Methods

4.3.1 Feature Generation

We generated a set of five features - a target variable and four predictors which we later

used to build the regression models. The entire process is demonstrated in Figure 4.1.

Target Variable: Since the objective is to predict public understanding of science, a target

variable that is representative of the extent to which scientific text and textual content posted

by the public about it mean the same is needed. Cosine similarity, though often used for

similarity measurement between documents, does not suit the purpose of this study since

it can not handle semantic similarity well [45]. The Wu and Palmer similarity is another

popular method that owes its popularity to its computational speed [69], but it does not
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Figure 4.1: Feature Generation for Public Understanding of Science

consider how far apart the concepts are semantically [70]. The semantic cosine similarity

[45] measure was finally chosen since it builds upon cosine similarity and enhances it by

checking for synonym pairs using WordNet [71] and takes them into consideration when

generating a similarity value. It considers semantic relation between the dimensions of two

vectors which makes it suitable for this experiment. The performance of the semantic cosine

similarity with a few test cases was also found reasonable based on human judgment.

Predictors: We also generated the following four features using the scientific text some of

which are often considered when estimating the complexity of text [72] and others indicative

of the writing style. They were used as predictors in the regression models.

1. Lexical diversity of the abstract - the ratio of unique word stems to the total words

computed. It is an effective measure of the richness of vocabulary or verbal creativity

of a text. We used Yule’s measure [73] instead of a simple frequency-based measure,



37

since it yields an unbiased result by also taking the length of the text into consideration

[74].

2. Average word length - the mean number of characters in each word in the abstract.

3. Average sentence length - the mean number of words in each sentence in the abstract.

4. Frequency of words longer than the average word length - a measure of the number of

long words that have more characters than the average word in the abstract.

4.3.2 Regression

Using the processed data, we built five regression models: Decision Tree Regressor, Ran-

dom Forest Regressor with 100 estimators, Support Vector Regressor, KNN Regressor, and

a Gradient Boost Regressor. The models used the predictors generated in 4.3.1. to predict

the comprehension score. The process has is depicted in Figure 4.2.

Figure 4.2: Regression model for Public Understanding of Science
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4.4 Results

Table 4.1: Evaluation of regression models used to predict comprehension score

R2 Mean Squared Error

Decision Tree Regression 0.7356 0.0114

Random Forest Regression 0.6486 0.0074

Support Vector Regression 0.1202 0.0089

KNN Regression 0.0824 0.0074

Gradient Boost Regression 0.0609 0.0071

The Decision Tree Regressor and the Random Forest Regressor were observed to perform

best compared to the other models. We calculated the Gini importance of each feature for

both models to determine the relative significance of each feature to the public understanding.

The results are shown in Table 4.2. The results show that using the Decision Tree Regressor,

Table 4.2: Importance of each feature to the regression models
Decision Tree Random Forest

Lexical Diversity 0.2588 0.2657
Average Word Length 0.3122 0.2799
Average Sentence Length 0.2476 0.2622
Frequency of words longer than average word length 0.1815 0.1922

the text complexity features used in this chapter can explain over 70% of the variance in

how well readers understand a scientific article. These findings can be used to predict how

well the public is likely to understand a given scientific text.



CHAPTER 5

CONCLUSION

5.1 Summary

The result of this entire study is a host of machine learning models that can be used

by various stakeholders to assess the long term societal impact of research. This could be

achieved by predicting factors that are indicative of societal impact using data from social

media and other online platforms and the scientific text. This allows evaluation of research

in a more broader sense than just the contribution it makes to the world of academia.

The idea to make societal impact a major part of the research evaluation process has

been pursued by many governments and agencies. This thesis is a step in that direction.

The machine learning models built as part of this work help predict three indicators of

societal impact of research - use in public policy, attention received from news outlets, and

the public’s understanding of the work without the need of academic citations which often

take years to accumulate.

5.2 Contribution

In chapter 2, we built models that predict if a scholarly article is likely to be cited by

public policy documents and the number of policy citations it is likely to receive. In addition

to helping funding agencies and other stakeholders identify research that is likely to have

long term societal impact, these models also help policy makers identify relevant research
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they can study and inculcate in their process of policymaking helping promote the practice

of evidence based policy making.

In chapter 3, we built classifiers and regression models that predict if a scientific article

is likely to be found newsworthy and the number of mentions it is likely to receive from

news outlets. The models help identify research that is very likely to be of interest and

relevance to the public. Science journalists are also likely to benefit from this study. With

the increase in the amount of scholarly literature being published and increasing pressure

to meet challenging deadlines, they can certainly make use of assistance in picking the right

stories to be published.

In chapter 4, we built regression models that can estimate how well readers are likely to

understand a given scientific text. This assists in the identification of research that is more

likely to be understood easily by the public and improving their understanding of science.

Governments and educators can make use of these models to identify research that will help

improve public understanding of science and thus have significant societal impact.

5.3 Future Work

In the future, we plan to extend the work done in this thesis by studying additional

indicators that can be used to assess the societal impact of research. Full texts of scholarly

articles and additional text complexity features will also be used to better predict public

understanding of science. We will also work on optimizing the models built in this thesis

and improve their performance. The models will be deployed online available for public use.
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